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Abstract Digital fluid power (DFP) technology may
lead to a paradigm shift in large-scale transmission
systems in, e.g., wind and wave energy. Therefore,
the development of applicable control algorithms is
of major importance, but is complicated by the non-
smooth behavior of the DFP displacement machines.
The power throughput of a full stroke operated digi-
tal displacement machine is quantized by the number
of pressure chambers. The dynamics of each pressure
chamber may be described by highly nonlinear contin-
uous differential equations, whereas the input is dis-
cretely updated and binary (active or inactive). This
paper contributes with a feedback control strategy for a
digital displacement machine, where the binary inputs
are handled by a pulse density modulator. The paper
presents a linearization method of handling the many
nonlinearities and thereby enabling the use of Discrete
Linear Time Invariant (DLTI) control theory. The con-
trol strategy is validated for control of a digital fluid
power wind turbine transmission, where both a deter-
ministic and a stochastic optimal controllers are syn-
thesized. The study is based on the NREL 5-MW refer-
ence wind turbine, where its model is combined with a
nonlinear model of the DFP transmission and full-field
flow wind profiles are used for a realistic performance
evaluation scenario. By simulation, it is found that the
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performance of the optimal controllers using the DFP
transmission is similar to that of the NREL controller
using a conventional transmission.
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1 Introduction

In recent years, the development of energy efficient
fluid power systems is receiving an increasing inter-
est, both with regard to conventional cylinder drives
[18,48] and power take-off systems [32–34,36,45]. In
this context, digital fluid power is a promising technol-
ogy, due to high efficiency and superb scalability. Digi-
tal fluid power technology is characterized by the use of
electrical actuated on/off valves. In order to enable this
technology further, design optimization of these on/off
valves is receiving a large amount of attention [40,41,
43,47,55–59]. The use of digital valves entail chal-
lenges with respect to non-smooth dynamical behavior,
which increases pressure oscillations [7–9] and com-
plicates model-based feedback control development.

A research area within digital fluid power is the
digital displacement technology®, which has a large
potential in wind and wave energy transmission sys-
tems, since it benefits of being continuous variable and
mechanical decoupled. The technology has, however,
also been applied in various other fields, e.g. vehicle
drive trains, suspensions and excavators [2,10,50,53].
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Digital displacement machines are characterized by
having amodular constructionwith numerous displace-
ment chambers controlled by electrical actuated on/off
valves. A comprehensive description of the digital dis-
placement technology and development history is doc-
umented in several publications [22,33,37].

A significant amount of research has been con-
ducted in the field of dynamic behavior and control
of electro-hydraulic servo systems [6,46,60]. How-
ever, the non-smooth behavior of the digital displace-
ment machine complicates dynamic system analysis
and control development. So far control of digital dis-
placement machines is mostly limited to small-scale
applications in an open-loop configuration and often
at simplified load conditions with fixed speed oper-
ation. Ehsan et al. [22] present a full stroke pres-
sure and flow valve timing control method, where the
chamber actuation decision is based on a displace-
ment volume estimation. A look-ahead angle account-
ing for the response delay is included to improve the
method. Using a similar control strategy, the displace-
ment volume estimation method has been extended to
include the oil compressibility by Heikkilä and Lin-
jama [10]. Xubin [50] presents a five-level flow control
strategy including both full and partial stroke opera-
tion, where the valve activation sequence is prepro-
grammed based on the flow requirement. Armstrong
and Yuan [1] describes a multi-level control strategy
for speed control of a digital fluid power motor. The
outer control level consists of a velocity PI-controller,
while the inner control level identifies the optimal cylin-
der actuation sequence, based on an estimate of the
motor torque output using all the possible combina-
tion of active/inactive chambers. Johansen et al. [13]
uses a full stroke delta-sigma modulation control strat-
egy in a closed-loop configuration. The author also
presents a flow control strategy using a discrete lin-
ear time invariant model-based design approach [14].
Sniegucki et al. [49] presents a torque control strategy
using full stroke. The controller synthesis features a
mixed logical dynamic system representation, which
is used to setup a constrained optimization problem.
Despite yielding improved steady-state accuracy and
reduced torque ripples compared to pulse density mod-
ulation strategies, the method only allows for offline
optimization.

The literature concerning digital fluid power trans-
missions for wind turbines is very limited and is mostly
comprised by patents from Mitsubishi Heavy Indus-

tries Ltd. [25–30]. The documented control strategies
are open-loop andbasedon estimation techniques, from
where system stability and disturbance rejection ability
is unknown.

In this work, a feedback control strategy for a wind
turbine with a digital fluid power transmission is pre-
sented, since the digital displacement machines have a
high potential for use in large-scale transmission sys-
tems. A delta-sigma pulse density modulator is used
to determine the actuation sequence of the full stroke
operated pressure chambers of the digital displacement
motor. The discrete operation of the digital motor com-
plicates a dynamic analysis of the system and the use of
feedback control.Additionally, highly nonlinear effects
are introduced by the stochastic wind speed and turbine
characteristics, as well as the digital motor and pulse
density modulator. Therefore, a linear approximation
of the system equations is made, allowing for use of
linear optimal feedback control.

2 System description

2.1 Turbine and transmission system

The digital fluid power transmission system for the
wind turbine comprises a conventional fixed displace-
ment pump, a high- and low-pressure line and a variable
digital displacement motor as illustrated in Fig. 1.

The wind turbine model has the wind speed, v, and
the blade pitching angle, β, as inputs and output the
aerodynamic rotor torque, τr, driving a fixed displace-
ment pump. The hydraulic pump outputs a pressurized
fluid flow, Qp, and the digital motor flow intake, Qm,
is controlled by the motor displacement fraction, αm.
The high-pressure motor fluid flow is further converted
into a shaft rotation of the generator.

Fig. 1 Illustration of the digital fluid power transmission for a
wind turbine
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Fig. 2 Schematic of the digital displacementmotorwith 42 pres-
sure chambers. The sketch is based on work by [49]

With application control of a digital displacement
unit being the main objective of this study, several
simplifications to the system have been made. The
hydraulic accumulator in the high-pressure line and
the external boost system controlling the low pressure
is omitted. Furthermore, it is assumed that the motor
speed is constant since an ideal synchronous generator
is considered. A digital displacement pump could be
used for more advanced control strategies than the one
presented, but is for simplicity not considered in this
study.

2.2 Digital displacement motor

The digital displacement motor is a radial piston type,
where the design under consideration consists of 6
modules with 7 cylinders in each module. An actively
controlled high- and low-pressure digital valve (HPV
and LPV) controls the flow throughput between the
cylinder chamber and the high- and low-pressure line,
respectively. A reciprocating piston motion is gener-
ated by the pressurized fluid flow and takes place since
each piston is connected to a common eccentric shaft. A
simplified illustration of the digital displacementmotor
is shown in Fig. 2.

In a full stroke operation, each displacement cham-
ber is either using an idling (Inactive) or a motor-
ing (Active) stroke during a shaft revolution. In an
idling stroke, the HPV is kept closed and the LPV is
kept open during the full revolution, resulting in a low
chamber pressure and thus no work. During a motor-
ing stroke, the low-pressure valve is closed and the
high-pressure valve is opened during the intake part
of the stroke, where high-pressure fluid flow enters the
pressure chamber and drives the motor shaft. The dis-
placement fraction input, αm, is hence the fraction of

Spectral gap

Synoptic peak

Turbulent peak

Fig. 3 Van derHoven power spectrumof horizontal wind speeds
[11]

activated cylinders and thus determines the amount of
pressurized fluid flow used to drive the motor shaft. A
pumping stroke is not considered in this work, since the
motor displacement reference is positive during normal
operation.

3 Mathematical modeling

The system model comprises a turbulent wind model,
a simplified model of the turbine main dynamics and
aerodynamic efficiency, aswell as amodel of the hydro-
static transmission, including the digital fluid power
motor.

3.1 Turbulent wind model

Full-field flow time-series data of the wind speed are
given as input to the turbine model. The data are gen-
erated by use of the open-source software TurbSim by
NREL [15,16], where the IEC 61400-1 normal turbu-
lence model and Kaimal turbulence spectrum are uti-
lized. A low turbulence intensity of 12 % is arbitrary
chosen since offshore operation at no specific site is
considered.

To include the stochastic wind disturbance effect
in the control design, a nonlinear model of the turbu-
lence wind speed is presented. The wind speed may be
divided into two distinct components given as

v(t) = v̄ + Δv(t) (1)

where v̄ is the slowly varying mean wind speed and
Δv(t) is the rapidly varying turbulent component being
a stochastic process. These two distinct components
may also be viewed on the Van der Hoven power spec-
trum shown in Fig. 3.
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For time-series data of thewind speed of less than 10
minutes, the synoptic peak corresponding to themacro-
meteorology mean wind speed may be treated as con-
stant. The analytical Kaimal power spectrum model
is used to describe the turbulent part and is given by
Eq. (2). The model is provided in accordance with
the IEC 61400-1 standard [3], and is a modification
of the spectrum originally presented by Kaimal et al.
[19].

S( f ) = 4 σ 2
u

Lu
v̄(

1 + 6 Lu
v̄

f
)5/3 (2)

where σu and Lu are the standard deviation and
scale parameter, respectively, and are specified in IEC
61400-1 [3] as functions of the turbulence intensity.
For a 12 % turbulence intensity σu = 1.94 and
Lu = 340.2. In this study, a mean wind speed of
v̄ = 8 m/s has been chosen since it corresponds to
approximately the midpoint of operation region II,
where the transmission is used to control the extracted
wind energy (An elaboration of this is documented in
Sect. 4).

3.2 Wind turbine model

The wind turbine considered in this study is the
National Renewable Energy Laboratory (NREL) 5-
MW reference turbine. Its model is combined with the
dynamical model of the digital fluid power transmis-
sion through the use of aMATLAB/Simulink interface.
The dynamics and aero-elastic effects of the wind tur-
bine are simulated by use of the open-source program
FAST (Fatigue, Aerodynamics, Structures and Turbu-
lence program) [17], whichmodel is based on the blade
element momentum theory. For control purpose, a sim-
plified nonlinear model is derived for the main turbine
dynamics. Additionally, a static description of the aero-
dynamic power Pr and torque τr is used and is given by
Eqs. (3) and (4), respectively.

Pr = 1

2
Ar ρair Cp (λ, β) v3 (3)

τr = 1

2
Ar Rr ρair Cq (λ, β) v2 (4)

where Ar and Rr describe the rotor swept area and
radius, respectively, and ρair is the air density.Cp (λ, β)
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Fig. 4 Power and torque coefficient as a function of tip-speed
ratio at the maximum power pitching angle for the NREL 5MW
turbine

and Cq (λ, β) are the turbine specific power and torque
coefficient, which are nonlinear functions with respect
to the tip-speed ratio, λ, and blade pitch angle, β. The
tip-speed ratio is defined in Eq. (5) and describes the
ratio between the tip-speed of the blades and the wind
speed.

λ = ωr Rr

v
(5)

The nonlinear turbine coefficients Cp and Cq are used
actively for optimal power control of the turbine. A plot
of the turbine coefficients as a function of the tip-speed
ratio at the maximum power pitch angle is shown in
Fig. 4.

The maximum power coefficient is identified to be
C∗
p = 0.485 and occurs at a tip-speed ratio of λ∗ =

7.55. This information is used in the control structure
described later in Sect. 4 tomaximize the power capture
below rated wind speed.

A simplified model of the turbine dynamics is
derived to be that given by

ω̇r = 1

Jr

⎛
⎜⎜⎜⎝τr − dr ωr − V̄p Δp

ηp︸ ︷︷ ︸
τp

⎞
⎟⎟⎟⎠ (6)

where Jr describes the combined mass moment of iner-
tia of the turbine rotor consisting of the blades, shaft
and hub. dr is the viscous friction coefficient of the rotor
shaft, V̄p is the pump displacement volume per radians
and ηp is the mechanical efficiency coefficient, which
includes the static friction of the shaft.
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Table 1 Parameters of the
NREL 5 MW

Parameter Symbol Value Unit

Cut-in wind speed vin 4 m/s

Rated wind speed vr 11.4 m/s

Cut-out wind speed vout 25 m/s

Air density ρair 1.225 kg/m3

Blade radius Rr 63 m

Rotor swept area Ar 12469 m2

Tower height ht 90 m

Rated rotor speed ωr-nom 12.13 rpm

Rotor and shaft inertia Jr 3.87e7 kg m2

Viscous friction dr 50e3 N m s /rad

Optimal tip-speed ratio λ∗ 7.55 –

Maximum power coefficient C∗
p 0.485 –

The main parameters of the NREL 5-MWwind tur-
bine are provided in Table 1.

3.3 Hydrostatic transmission model

The low-pressure line is simplified to be constant, since
it may be externally controlled by a boost pump circuit.
Defining the pressure difference as Δp = pH − pL, its
dynamics is described by

Δ̇p = βe

VH

⎛
⎜⎝V̄p ωr︸ ︷︷ ︸

Qp

−Qm − kl Δp

⎞
⎟⎠ (7)

where βe is the effective oil bulk modulus, VH is the
volume of the high-pressure line and kl is the leakage
coefficient between the high- and low-pressure lines.

3.4 Digital displacement motor

The utilizedmathematical model of the digital machine
is inspired by Roemer [39] and is based on the
schematic of a single cylinder chamber shown in Fig. 5.

Vc is the chamber volume and Ap is the piston area.
The piston displacement xp as a function of the shaft
rotation angle θ is described by Eq. (8), where re is the
eccentric radius.

xp (θ) = re (1 − cos θ) (8)

Fig. 5 Schematic of a single pressure chamber with definition
of model variables

With the piston displacement volume described by
Vd = 2 re Ap, the chamber volume and its time deriva-
tive is given as

Vc (θ) = Vd
2

(1 − cos θ) + V0 V̇c (θ) = Vd
2

θ̇ sin θ

(9)

where V0 is the minimum chamber volume. Apply-
ing the continuity equation to the pressure chamber, its
pressure pc is described by

ṗc = βe

Vc

(
QHPV − QLPV − V̇c

)
(10)

By use of the orifice equation, the flow through the
high- and low-pressure valves (QHPV and QLPV) are
expressed as
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Table 2 Parameters of the
hydrostatic transmission

Parameter Symbol Value Unit

Pump mechanical efficiency ηp 0.95 –

Fixed pump displacement V̄p 121.88 L/rad

Pipeline length lp 10 m

Pipeline internal diameter dp 100 mm

Transmission line volume VH 78.54 L

Effective bulk modulus βe 16000 bar

Transmission leakage coefficient kl 0.1 L/bar

Low pressure pL 5 bar

Synchronous motor speed ωm 1500 rpm

Motor piston area Ap 79 cm2

Motor eccentric radius re 37.5 mm

Motor displacement volume Vd 498.57 cm3

Chamber flow coefficient kf 0.5 · 105 √
pa s/m3

Valve actuation time ts 1 ms

HPV closing angle θH-cl 148.2 deg

LPV closing angle θL-cl 334.7 deg

Nominal pressure Δpnom 350 bar

Nominal rotor torque τr-nom 4.25 MN m

QHPV = x̄H
kf

√|pH − pc| sign (pH − pc)

QLPV = x̄L
kf

√|pc − pL| sign (pc − pL)

(11)

where x̄H and x̄L are normalized valve plunger posi-
tions of the high- and low-pressure valve, respectively,
and kf is the valve flow coefficient. The valve dynam-
ics is simplified to be described as a constant plunger
acceleration given in Eq. (12) for valve opening. The
constant acceleration approximation omits the dynamic
description of the actuation and fluid forces, as well as
the stiction effects [31,42,44], which entail impractical
and long simulation durations.

av+ =
{
4/t2s for 0 ≤ t ≤ ts/2

− 4/t2s for ts/2 ≤ t ≤ ts
(12)

where ts is the valve opening/closing time. The con-
stant acceleration results in a smooth plunger position
with amaximumvelocity at themidpoint between fully
closed and open. The valve closing is similar described
as av- = −av+.

The motor flow intake Qm is the sum of flows
through each individual high-pressure valve given by

Qm =
N∑
i=1

QHPV(i) (13)

where N = 42 is the number of pressure chambers.
The parameter values used in the mathematical model
of the hydrostatic transmission are provided in Table 2.

3.5 DDM operation strategy and simulation results

The digital valves are controlled by actively closing
them at an angle of θH-cl and θL-cl for the high- and
low-pressure valve, respectively. Passive valve opening
is utilized where the high-pressure valve is opened due
to pressure force when pc > pH and the low-pressure
valve is opened due to suction when pc < pL. Sim-
ulation results of a pressure chamber for a motoring
and an idling stroke are shown in Fig. 6 For the idling
stroke, the high-pressure valve is kept closed and the
low pressure valve is kept open during a full revolu-
tion, resulting in no chamber pressurization. For the
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Fig. 6 Simulation results for a single pressure chamber

motoring stroke, the low-pressure valve is closed at
θL-cl near top dead center (TDC), resulting in a pres-
sure build up, followed by a passive opening of the
high-pressure valve. A backflow into the high-pressure
line is createdmomentarily due to the chamber pressure
exceeding the high pressure. During the intake stroke
part, high-pressure oil is entering the pressure cham-
ber and thereby driving the piston and eccentric. Near
bottom dead center (BDC) at θH-cl, the high-pressure
valve is actively closed causing a de-pressurization
due to piston extension. This further results in a pas-
sive opening of the low-pressure valve due to suc-
tion.

Since the pressure chamber dynamics is very fast
compared to that of the wind turbine, the pressure
chamber model has been solved for various high pres-
sures and the results has been implemented in a look-up
table for a significantly reduction is simulation time.

4 Wind turbine operation and control objectives

The conventional operation strategy for a variable-
speed variable-pitch wind turbine is divided into four
regions dependent on the wind speed. In this paper, the
turbine control has been limited to region II between
cut-in wind speed, vin, and rated wind speed, vr, since
the turbine is solely controlled by the transmission
system in this region. Therefore, the pitching system
and control of it is not investigated in the presented
work.

4.1 Region II control

In the outer turbine control level, the popular k ω2

control law is used, which yield a good compromise
between maximum power capture and rotor torque
fluctuations. It is found in Fig. 4 that the maximum
power capture is obtained by maintaining the opti-
mal tip-speed ratio, λ∗, yielding the maximum power
coefficient C∗

p . Combining this information with the
static rotor torque equation in Eq. (4) and the fact that
Cp (λ, β) = λCq (λ, β), the kω2 control law is derived
to be that given by

τr = 1

2
Ar Rr ρair

Cp (λ, β)

λ

(
Rr ωr

λ

)2

τ ∗
r = 1

2
Ar R

3
r ρair

C∗
p

λ∗3︸ ︷︷ ︸
K2

ω2
r

(14)

The rotor torque reference τ ∗
r is thus only a function

of the rotor speed ωr, why the high-frequency wind
speed fluctuations are filtered away in the control law,
at the cost of a minor reduction in optimal tip-speed
ratio tracking. Since the rotor torque in this study is
controlled by the DFP transmission, the rotor torque
reference is converted into a difference pressure refer-
ence by static use of Eq. (6) resulting in

Δ∗
p = (

τ ∗
r − dr ωr

) ηp

V̄p
(15)

4.2 Wind turbine control structure

The proposed control structure takes basis in the objec-
tive of accurately controlling the difference pressure,
Δp, by the motor displacement fraction, αm, using a
full stroke operation strategy and state feedback. The
proposed feedback control strategy is shown in Fig. 7
and is similar to that applied for a conventional fluid
power wind turbine transmission by various authors
[5,21,54].

A pressure controller is seen to act on the pressure
reference,Δ∗

p, based on the measured states,Δp andωr

and output a motor displacement fraction reference α∗
m

being between 0 and 1. The displacement reference is
converted into a pressure chamber activation sequence
by a delta-sigma pulse density modulator, determine
whether the current cylinder chamber should use a
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Fig. 7 Control structure for hydrostatic wind turbine transmis-
sion

+
-

+ z−1

0

1 ᾱmα∗
m

Discrete Time Integrator Quantizer

+

Fig. 8 First-order delta sigma Modulation block diagram

motoring or an idling stroke as proposed by Johansen
et al. [13]. The chamber activation sequence ᾱm is thus
a binary signal, which time average output is equal to
the displacement fraction reference.

The decision to either use a motoring (Active) or an
idling (Inactive) stroke is performed once every rev-
olution for each cylinder. As a consequence, the sys-
tem nature implies use of discrete control. The discrete
sampling time, Ts, is therefore dependent on the motor
rotation speed and the number of cylinders given as

Ts = 2 π

ωm N
(16)

where ωm = θ̇ is the motor rotational speed, such that
Ts = 0.952ms for ωr = 1500 rpm. This corresponds to
a decision for every θs = 2 π/N = 8.6◦ of shaft angle
rotation.

4.3 Delta-sigma modulator

A discrete first-order DSM is utilized in this study, but
theoretically any 1 bit analog-to-digital converter may
be used. A block diagram representation of the discrete
first-order DSM is shown in Fig. 8.

The modulator consists of a discrete time integrator
and a quantizer in a feedback structure. The integra-

+ + z−1 +
+

ymum

n

Discrete Time Integrator Quantizer

+

Fig. 9 Linear representation of delta sigma Modulator

tor is hence acting on the displacement fraction error
and thereby yielding a time average approximation of
the input. As a result, the quantizer of the modulator
introduces an additional high nonlinearity to the control
system.

5 Linear model approximation

It is evident that the system comprises a number of
severe nonlinearities and stochastic disturbance effects.
Stochastic optimal control of nonlinear systems is a
mature field with numerous applications [12,24,51].
Both continuous and discrete stochastic linear opti-
mal control has been successfully applied for control
of variable-speed wind turbines [20,23,35]. On this
basis, linear optimal control is the strategy of choice in
present study. However, the use of optimal linear con-
trol of digital displacement machines is a new field and
is unconventional since most of the states are binary,
which becomes evident in the following section. In con-
sequence, a linear approximation of the system non-
linearities is derived and used to set up a state model
describing the system dynamics.

5.1 Delta-sigma modulator

Themodulatormay be considered linearly by assuming
the quantizer as an additive noise input n as illustrated
in Fig. 9.

The noise input is hence a time varying value
between ± 0.5 describing the discretization error. A
linear transfer function representation of the modula-
tor is derived to be that given as

Ym(z) = 1

z
Um(z) + z − 1

z
N (z)

ym(k) = um(k − 1) + n(k) − n(k − 1)
(17)

The output of the linear representation of the first-order
DSM is hence a single sampled delayed input together
with the noise input discrete differentiated.
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The quantization error noise n(k) may be described
as a white noise source with intensity Qm in accor-
dance with Reiss et al. [38]. For a one bit quantizer,
the discretization step size is q = 1, resulting in the
quantization error span − q

2 ≤ eq ≤ − q
2 . The noise

error may be assumed to be statistically described by a
uniform distribution function with mean error ēq = 0.
The noise power is then identified by investigating the
quantizer error variance determined by

σ 2
e = E{(eq − ēq

)2} = 1

q

q/2∫

−q/2

e2qdeq = q2

12
(18)

Since the quantizer disturbance is to be describedwith a
white noise input, the power spectral density of it is also
uniformly distributed across the frequency range of the
Nyquist band. The power spectral density function of
the quantization noise then becomes

Φe( f ) = σ 2
e

fs
= Qd (19)

where fs = 1050Hz is the sampling frequency.
The error noise filter is therefore given by n(k) =√
Qd w2(k), wherew2(k) is a white noise input having

unity intensity. Inserting this expression into the linear
discrete modulator model given in Eq. (17) yields

ym(k) = um(k − 1) +√
Qd w2(k) −√

Qd w2(k − 1)
(20)

In conventional stochastic optimal control, it is assumed
that the disturbance is Gaussian white noise having a
normal distribution. Despite the modulator noise hav-
ing a uniform distribution function, the estimator to be
designed is still the optimal linear one [4].

5.2 Digital fluid power motor

The non-smooth behavior of the digital fluid power
flow dynamics complicates the construction of a linear
approximation by the conventional first-order Taylor
series expansion method. Alternatively, in this study
an approach based on a direct discrete linear approxi-
mation of the continuous non-smooth motor dynamics
is used to overcome this difficulty. Themodel is derived
by approximating eachmotor flow between samples by

Fig. 10 Illustration of motor displacement fraction output as a
function of sampling number

Eq. (21) and thereby neglecting the transient pressure
dependency.

QHPV ≈ dVc(θ(t))

dt

QHPV[k] ≈ Vd
Ts

(
V̄c(θ [k + 1]) − V̄c(θ [k]))= Vd

Ts
ΔV̄c[k]

(21)

where V̄c is the normalized displacement volume. The
discretemotormodel is derived based on Fig. 10, show-
ing the normalized displacement volume as a function
of sampling number and shaft angle.

With 42 pressure chambers, a full motoring stroke
ideally last for 21 samples between 0 ≤ θ ≤ π . Due
to valve actuation dynamics, θL-CL is located ahead of
this and two delay samples are introduced such that
motoring starts just before sample k = 3. Sample k = 0
is the chamber activation decision sample and thus lies
at θL-CL.

Since the HPV must be closed in time for the LPV
to be fully open at θ = π , it is not possible to utilize
a full motoring stroke. φ indicates the angle where the
high-pressure valve is half way closed, which is the
midpoint angle between θH-CL and the angle where the
valve becomes fully closed. φ should hence correspond
to the best discrete estimate of when motoring stops.

The motor displacement fraction, αm, is described
by a sum of displacement fractions between sam-
ples during motoring based on the convolution sum
method presented by Johansen et al. [14] and is given
in Eq. (22). Also, an expression for the approximated
motor flow is provided.

αm[k] =
k∑

m=0

ΔV̄c[k − m] ᾱm[m]
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Qm[k] = Vd
Ts︸︷︷︸
kq

αm[k] (22)

where the displacement fractions are calculated by
Eq. (23), which may be validated from Fig. 10.

ΔV̄c[k] =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

0 θ[k], θ[k + 1] /∈ [0 ; φ]
V̄c(θ [k + 1]) − V̄c(θ[k]) θ[k], θ[k + 1] ∈ [0 ; φ]
V̄c(θ [k + 1]) − V̄c(0) θ[k] < 0 < θ[k + 1]
V̄c(φ) − V̄c(θ[k]) θ[k] < φ < θ[k + 1]

(23)

It is seen that the displacement fraction is 0 outside the
interval θ = [0 ;φ], resulting in it being 0 outside the
sampling interval k = [2 ; 20].

A comparison of the digital motor flow described by
the discrete linear approximation model and the non-
linear dynamic model is shown in Fig. 11.

The discrete linear model approximation is seen to
have a great accuracy, with the exception that it does
not include valve and pressure dynamics,why the back-
flow is not seen. Due to the fairly high accuracy in the
majority of the motor stroke, the linear approximation
is considered validated and used to describe the digital
motor flow when designing controllers.

5.3 Turbulent wind model

The turbulence wind speed is modeled as a linear filter
with white noise input given by v(t) = Hv(t) w1(t),
where the white noise has intensity Πv. The power
spectrum of the output v(t) of the linear model is given
by Eq. (24).

Fig. 11 Comparison of the linear and nonlinear model of the
digital motor flow

Fig. 12 Normalized magnitude of the Kaimal spectrum and
approximations. (Dashed lines indicates desired frequency band)

Φv(ω) = Hv( j ω) Πv Hv(− j ω) (24)

A linear approximation of the power spectrum is thus
necessary and is derived to be that in Eq. (25), based
on the approach described by Vepa [52].

Φv(ω) = 4 σ 2
u

Lu
v̄(

1 + 6 Lu
2 π v̄

ω
)5/3 ≈ 4 σ 2

u
Lu
v̄(

1 + ku
(

ω
ωc

)2)

(25)

whereωc = 2π v̄/Lu and ku is a frequency factor spec-
ifying at which frequency the approximation is most
accurate. From the Van der Hoven frequency spectrum
of the wind shown in Fig. 3, it is identified that the tur-
bulent peak has a frequency band between 20 and 200
cycles/hour, corresponding to 0.035 ≤ ω ≤ 0.35 rad/s.
The optimal frequency factor is determined from the
semi-logarithmic plot of the normalized power spec-
trum function shown in Fig. 12.

A reasonable approximation for the desired fre-
quency band is found for ku = 100. By using Eq. (24)
and Eq. (25), it is derived that the state representation
of the linear filter is given by Eq. (26) when the white
noise input has unity intensity.

v̇ = − ωc√
ku︸︷︷︸
av

v + 2 ωc σu

√
Lu

ku v̄︸ ︷︷ ︸
bv

w1 (26)
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5.4 Aerodynamic rotor torque

A linear approximation by first-order Taylor expansion
of the aerodynamic rotor torque is derived to be that
given as

δτr =
(
dτr

dv

(
1

2
Ar Rr ρair Cq (λ, β) v2

)
|v=v̄,λ=λ∗,β=0

)

︸ ︷︷ ︸
kτv

δv

kτv = Ar Rr ρair Cq(λ
∗, 0) v̄

δτr = kτv δv −→ δv = k−1
τv δτr

(27)

By combining Eqs. (26) and (27), the linear model
of the rotor torque described as filtered white noise
is given as

τ̇r = −av τr + kτv bv w1 (28)

6 State model representation

To allow for discrete optimal control, a discrete state
representation of the system dynamical equations is
required. Therefore, the continuous transmission and
turbine model is initially discretized and afterward
combined with the discrete motor and modulator mod-
els.

6.1 State-space representation

The linear continuous state-space representation of the
turbine and transmission dynamics is given in Eq. (29)
and is obtained by combining Eqs. (6), (7) and (28).

⎡
⎣

ω̇r

Δ̇p

τ̇r

⎤
⎦

︸ ︷︷ ︸
˙x(t)

=
⎡
⎢⎣

− dr
Jr

− V̄p
Jrηp

1
Jr

βe
VH

V̄p − βe
VH

kl 0
0 0 − av

⎤
⎥⎦

︸ ︷︷ ︸
A

⎡
⎣

ωr

Δp

τr

⎤
⎦

︸ ︷︷ ︸
x(t)

+
⎡
⎢⎣

0
− βe

VH
0

⎤
⎥⎦

︸ ︷︷ ︸
B

Qm︸︷︷︸
u(t)

+
⎡
⎣

0
0

kτv bv

⎤
⎦

︸ ︷︷ ︸
G

w1(t)

y(t) =
[
1 0 0
0 1 0

]

︸ ︷︷ ︸
C

x(t) (29)

To ease the controller design in the following sec-
tion, the plant has been normalized by the diagonal
matrix H = diag

{[
ωr-nom Δpnom τr-nom

]}
containing

the nominal/rated state values.

A discretization of the continuous model is per-
formed to allow for discrete control. In the discretiza-
tion approach, a zero-order hold input to the continuous
plant is assumed, although the motor flow truly is time
varying between samples. This approximation is, how-
ever, justified by the relative high number of cylinders.
The discrete state-space representation of the transmis-
sion and turbine model is given by

x(k + 1) = Ap x(k) + Bp u(k) + Gp w1(k)

y(k) = Cp x(k)

Ap = eA T Bp = A−1
(
eA T − I

)
B

Cp = C Gp = A−1 (Ap − I
)
G (30)

The discrete convolution sum model of the digital
motor derived in Eq. (22) is rewritten into state space
form resulting in

⎡
⎢⎢⎢⎢⎢⎢⎣

ud(k)
ud(k − 1)
ud(k − 2)

.

.

.

ud(k − p + 1)

⎤
⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
xd(k+1)

=

⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 · · · 0 0
1 0 · · · 0 0
0 1 · · · 0 0
.
.
.

.

.

.
. . .

.

.

.
.
.
.

0 0 · · · 1 0

⎤
⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
Ad

⎡
⎢⎢⎢⎢⎢⎢⎣

ud(k − 1)
ud(k − 2)
ud(k − 3)

.

.

.

ud(k − p)

⎤
⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
xd(k)

+

⎡
⎢⎢⎢⎢⎢⎢⎣

1
0
0
.
.
.

0

⎤
⎥⎥⎥⎥⎥⎥⎦

︸︷︷︸
Bd

ud(k)

yd(k) = kq
[
ΔV̄c[1] ΔV̄c[2] ΔV̄c[3] · · · ΔV̄c[p]

]
︸ ︷︷ ︸

Cd

xd(k)

+ kq
[
ΔV̄c[0]

]
︸ ︷︷ ︸

Dm

ud(k) (31)

p = 20 indicates the last sampling instance with a dis-
placement fraction ΔV̄c 	= 0. Also it should be noticed
that ΔV̄c[0] = Dm = 0, why no direct input/output
coupling is present.

By use of the discrete modulator representation in
Eq. (20), the discrete modulator state model becomes

xm(k + 1) = [
0
]

︸︷︷︸
Am

xm(k) + [
1
]

︸︷︷︸
Bm

um(k) − [√
Qd
]

︸ ︷︷ ︸
Gm

w2(k)

ym(k) = [
1
]

︸︷︷︸
Cm

xm(k) + [√
Qd
]

︸ ︷︷ ︸
Vm

w2(k)

(32)

Combining the above discrete state-space representa-
tions of the various sub-systems given in Eqs. (30),
(31) and (32) results in the complete discrete linear
state model given by
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⎡
⎣

x(k + 1)
xd(k + 1)
xm(k + 1)

⎤
⎦

︸ ︷︷ ︸
xt(k+1)

=
⎡
⎣
Ap Bp Cd 0
0 Ad Bd Cm
0 0 Am

⎤
⎦

︸ ︷︷ ︸
At

×
⎡
⎣

x(k)
xd(k)
xm(k)

⎤
⎦

︸ ︷︷ ︸
xt(k)

+
⎡
⎣

0
0
Bm

⎤
⎦

︸ ︷︷ ︸
Bt

um(k)

+
⎡
⎣
Gp 0
0 Bd Vm
0 −Gm

⎤
⎦

︸ ︷︷ ︸
Gt

[
w1(k)
w2(k)

]

︸ ︷︷ ︸
w(k)

yt(k) =
[
Cp 0 0
0 I 0

]

︸ ︷︷ ︸
Ct

xt(k)

(33)

A full-state observer is to be designed for the stochastic
controller, why as much information as possible is pro-
vided to the observer. Therefore, all the states except
the two states driven by white noise are chosen as out-
puts.

6.2 Control feedback and integral state

Since linear control theory is to be used, a linearization
of the K ω2 law given in Eq. (14) is necessary. A linear
expression of the pressure reference given in Eq. (15)
is derived to be that in Eq. (34).

Δ∗
p =

(
dτ ∗

r (ωr)

dωr
|ωr=ω0 ωr − dr ωr

)
ηp

V̄p

Δ∗
p = (2 K2 ω0 − dr)

ηp

V̄p︸ ︷︷ ︸
Kωr

ωr
(34)

where the rotor speed linearization point is determined
as ω0 = λ∗ v̄

Rr
.

An integral state acting on the pressure error is intro-
duced such that the closed-loop system achieves unity
dc-gain. The expression for the integral state is derived
to be that given by

ẋint = Δp∗ − Δp = Kωr ωr − Δp

ẋint = xint(k + 1) − xint(k)

Ts

xint(k + 1) = [
Kωr Ts −Ts

]
︸ ︷︷ ︸

Ky

[
ωr(k)
Δp(k)

]

︸ ︷︷ ︸
y(k)

+xint(k) (35)

xint(k + 1) = Ky
[
Cp 0 0

]
︸ ︷︷ ︸

Cy

xt(k) + xint(k)

The complete state model appended with an integral
state becomes that given in Eq. (36), by combining
Eqs. (33) and (35).

[
xt(k + 1)
xint(k + 1)

]

︸ ︷︷ ︸
xs(k+1)

=
[
At 0
Cy 1

]

︸ ︷︷ ︸
As

[
xt(k)
xint(k)

]

︸ ︷︷ ︸
xs(k)

+
[
Bt

0

]

︸︷︷︸
Bs

um(k)

+
[
Gt

0

]

︸ ︷︷ ︸
Gs

w(k) yt(k) = [
Ct 0

]
︸ ︷︷ ︸

Cs

xs(k) + v(k) (36)

v(k) is ameasurement noise vector describing potential
sensor noise disturbances.

7 Controller synthesis

A deterministic and a stochastic optimal controller
are designed, where the deterministic is a Linear
Quadratic Regulator (LQR) and the stochastic is a Lin-
ear Quadratic Gaussian (LQG) controller. The LQG-
control problem consists of two subproblems being the
LQR-control problem and the LQE-estimator problem.

7.1 LQR optimal control design

Since the LQR-control problem is also a part of the
LQG-control design, only the LQG-design is docu-
mented. For the LQR-controller the same design pro-
cedure is applied, but where the two disturbance states
are truncated.

The LQR-control problem is to minimize the
quadratic cost function given in Eq. (37) by providing
the optimal control input um(k).

J =
∞∑
k=1

(
xs(k)T Q xs(k) + um(k)T R um(k)

)
(37)

whereR = RT ≥ 0 andQ = QT ≥ 0 are positive def-
inite weighting matrices. The input weighting matrix
R specifies the importance of minimizing the control
effort, and the state weighting matrix Q specifies the
importance of driving the states to zero. The feedback
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control law um(k) = −K x̂t(k)+ Kint xint has the opti-
mal solution of the feedback gain vector given as

Ks =
(
BT
s S Bs + R

)−1 (
BT
s S As

)
(38)

where Ks = [
K Kint

]
is the feedback gain vector. S =

ST ≥ 0 is the unique positive-semi-definite solution to
the Ricatti equation given by

0 = AT
s SAs − S + Q

−
(
AT
s S Bs

) (
BT
s S Bs + R

)−1 (
BT
s S As

)

(39)

The state weighting matrix has been specified rela-
tive to an input weighting matrix chosen as R = 1.
With the objective of minimizing the reference track-
ing error, the integral state is weighted high, resulting
in Q = diag

{[
0 0 · · · 0 10

]}
. For both the LQG and

LQR-controllers, a weighting of 10 on the integral state
and 0 for all other states is chosen. As a result, the
control problem has been reduced significantly from
being rather complicated to tuning of a single parame-
ter, being the weighting of the integral state.

7.2 LQE optimal state estimation

The optimal state estimation is done by use of a discrete
Kalman filter having the state equation given by.

x̂t(k + 1) = At x̂t(k) + Bt um(k) + L
(
yt(k) − ŷ(k)

)

ŷ(k) = Ct x̂t(k)
(40)

The optimal estimation problem is to determine the
Kalman filter gain L, which minimize the variance of
the state estimation error expressed as

J = E
{(
xt(k) − x̂t(k)

)T (xt(k) − x̂t(k)
)}

(41)

The noise covariance matrices necessary for designing
theLQGcontroller is provided inEq. (42). It is assumed
that there is no cross-correlation between the state noise
w and the measurement noise v.

E
{
w(k) w(k)T

}
= W E

{
v(k) v(k)T

}
= V (42)

The optimal solution to the Kalman filter may be
derived to be that given by

L = At P CT
t

(
Ct P CT

t + V
)−1

(43)

where the matrix P = PT ≥ 0 is the unique positive-
semi-definite solution to the steady-state Ricatti equa-
tion given by

0 =At P AT
t − P + GtWGT

t

− At P CT
t

(
Ct P CT

t + V
)−1

Ct P AT
t

(44)

A measurement noise of e = 1 % has been assumed
for both the pressure and rotor speed, while no mea-
surement noise is present for the binary motor states.
As a result, the measurement noise covariance matrix
becomes V = diag

{[
e2 e2 0 · · · 0]}.

The state covariance matrix is obtained by finding
the power of the disturbance states. The power in the
quantizer error state is found in Eq. (19) to be Qd. The
power in the aerodynamic torque state is identified from
the discrete algebraic Lyapunov equation given by

Ap Qτ AT
p − Qτ + Gp Πτ GT

p = 0 (45)

where Πτ = 1 is the white noise intensity. As a
result the state noise covariance matrix becomes W =
diag

{[
Qτ Qd

]}
.

A block diagram representation of the LQG closed-
loop control system is shown in Fig. 13. In the LQR
case, no estimator and noise inputs are present and the
designed controller acts directly on themeasured states.

8 Simulation results

The performance of the optimal controllers is investi-
gated by simulation in the nonlinear dynamic model
of the NREL 5-MW turbine including the DFP trans-
mission and using the generated full-field flow wind
profiles as input. Additionally, the performance of the
optimal controllers is compared to that of the NREL
PI-controller, with a conventional transmission system
described in [17]. The simulation results are shown in
Fig. 14 for a mean wind speed input of 8 m/s. It is
seen that the output response using the three different
controllers are quite similar. The results reveal that the
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w(k)

z−1Kint

-
-

Bt

um(k)
+

+

+

Gt

z−1 Ct
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+
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+
+
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ˆt(k+ 1)

L
-
+

K

ˆ( )

Estimator

Controller
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Fig. 13 Block diagram of the LQG-controller

Fig. 14 Simulation results for NREL 5 MW turbine with turbu-
lent wind profile, v̄ = 8 m/s

rotor speed using the PI-controller has a minor offset
with respect to the optimal controllers. This is caused
by the gain used in the K ω2 control law which is not
the precise optimal one in the NREL PI-controller. For
a clearer view and to compare the pressure tracking
performance of the two optimal controllers, a zoomed
view of the pressure difference is shown in Fig. 15.

Fig. 15 Zoomed view of simulation results for NREL 5 MW
turbine with turbulent wind profile, v̄ = 8 m/s

The simulation results shows that both controllers have
a great pressure tracking performance with a maxi-
mum pressure error of ≈ 2 bar. No tracking perfor-
mance improvement has thus been obtained by includ-
ing the wind and quantization disturbances. The step-
wise behavior of theLQR-control signal,α∗

m, is not seen
for the LQG-controller, since the estimated states are
not limited to being binary. The significantly smoother
control signal is, however, quantized afterward, why
it does not contribute to an improved transient perfor-
mance. An improved disturbance rejection might have
been obtained, but the shown simulation results are
inconclusive with respect to this. It is expected that an
improved disturbance rejection may be obtained with
a LQG-controller if an integral state is not added to
the system, but this has not been investigated. Both
controllers have similar fluctuations in the pressure
response with an amplitude in the range of± 2bar. The
pressure fluctuations are a direct result of the large peak
in the motor flow due to the activation of a single addi-
tional pressure chamber. It is therefore assessed that a
significant increase in tracking performance and reduc-
tion in torque fluctuations are hardly achieved control
wise. Instead a hydraulic accumulator and/or a partial
stroke operation strategy is expected to improve the
transient performance. It should be noted that a partial
stroke operation entails several difficulties, since a time
varying model is obtained with the presented approach
(or a vague linear approximation at a displacement frac-
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tion) and the valve closing angles has to be estimated
for every actuation.

9 Conclusion

In this paper, a control strategy for a full stroke operated
digital displacement machine is presented. In the pro-
posed control strategy, a model-based design approach
for feedback control of a digital transmission-based
variable-speed wind turbine is developed. A lineariza-
tion method of handling the combination of nonlinear
continuous dynamics with discretely updated binary
inputs is given and allows for use of linear control the-
ory. A stochastic (LQG) and a deterministic (LQR)
optimal controller have been synthesized, with the
objective of accurate pressure reference tracking for
optimal energy extraction. Simulation results reveal
that both controllers are able to track the optimal rotor
speed similar to a conventional transmission with cor-
responding controller. It is therefore rendered prob-
ably that it is possible to utilize linear model-based
feedback control for such system with nonlinear con-
tinuous, discrete, binary and stochastic effects. The
LQG-controller with disturbance compensation does
not improve the tracking performance compared to
the LQR-controller under the tested conditions. This
indicates that the simpler LQR-controller with integral
state is sufficient for accurate tracking performance. It
is assessed that a significant improvement in tracking
performance and torque fluctuation reduction is hardly
achievable simply by control if a full stroke operation
strategy is used without a hydraulic accumulator.
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